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Abstract—A memoryless state-dependent multiple access chan-
nel (MAC) is considered where two transmitters wish to convey a
respective message to a receiver while simultaneously estimating
the respective channel state via generalized feedback. The sce-
nario is motivated by a joint radar and communication system
where the radar and data applications share the same bandwidth.
An achievable capacity-distortion tradeoff region is derived that
outperforms a resource-sharing scheme through a binary erasure
MAC with binary states.

I. INTRODUCTION

Consider the communication setup depicted in Fig. 1.
Two encoders each wish to convey a message to a decoder
over a state-dependent multiple access channel (MAC) and
simultaneously estimate their state sequence via generalized
feedback Zk,i−1, k = 1, 2, i = 2, . . . , n. For simplicity,
we assume that at time i the decoder has access to the
state Si = (S1i, S2i). The above communication setup is
motivated by joint radar and data communications, where
radar-equipped transmitters track the state while exchanging
data. Most current communication systems build on resource
sharing, where the time and frequency resources are divided
into either state sensing or communication.

We recently studied a single-user version of this problem
in [1]. In this paper, we extend the results to two-user MACs.
As in [1], the state information is available at the receiver,
which is different from [2] where the state is estimated at the
receiver. The main contributions of the paper are:

• an outer bound on the capacity-distortion region that
builds on [3];

• an achievable rate-distortion region that builds on [4];
• numerical examples based on a binary erasure MAC.

This paper is organized as follows. Section II describes
the model and presents our main results. Section III provides
the outer bound and Section IV provides the achievability
proof. We consider a binary erasure MAC with binary states
in Section V.

II. SYSTEM MODEL AND MAIN RESULTS

Consider the channel inputs Xki ∈ Xk, the channel outputs
Yi ∈ Y , the feedback channel outputs Zki ∈ Z , and channel
state Si ∈ S1×S2, k = 1, 2, i = 1, . . . , n linked by a discrete
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Fig. 1. State-dependent MAC with generalized feedback

memoryless channel with i.i.d. states. The joint probability
distribution of these random variables can be written as∏n

i=1 PS(si)PY Z1Z2|X1X2S(yi, z1i, z2i|x1i, x2i, si)

P (x1i|xi−1
1 , zi−1

1 )P (x2i|xi−1
2 , zi−1

2 ). (1)

A (2nR1 , 2nR2 , n) code for the state-dependent discrete mem-
oryless MAC with generalized feedback consists of
• Two message sets Wk = [1 : 2nRk ] for k = 1, 2.
• Encoder k: a function φki :Wk ×Zk 7→ Xk that assigns

a symbols xki = φki(wk, z
i−1
k ) for i = 1, . . . , n. For

simplicity, we write xnk = φnk (wk, z
n−1
k ) for the sequence

of n encoded symbols.
• Decoder: a function g : Yn×Sn1 ×Sn2 7→ W1×W2 that

assigns a message pair (ŵ1, ŵ2) = g(yn, sn).
• State estimator k outputs the estimate ŝnk as a function

of xnk and znk . We consider without loss of generality a
function ψ̃nk : Xnk × Znk 7→ Snk [1, Lemma 2] so that
ŝnk = ψ̃nk (xnk , z

n
k ).

The average distortion of estimator k is

d
(n)
k = E

[
1

n

n∑
i=1

dk(Ski, Ŝki)

]
(2)

where dk : Sk×Ŝk 7→ [0,∞) measures the distortion between
a state symbol and a reconstruction symbol. We consider
bounded distortion functions with dmax

∆
= max(k,s,ŝ) dk(s, ŝ).

Let the average error probability be P
(n)
e . We say that
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(R1, R2, D1, D2) is achievable if for all ε > 0 there is
some n and a (2nR1 , 2nR2 , n) code satisfying P

(n)
e ≤ ε and

d
(n)
k ≤ Dk + ε for k = 1, 2. The capacity region C(D1, D2)

is the closure of achievable (R1, R2) for specified D1, D2.
For our outer bound on C(D1, D2), we consider idealized

transmitter estimators ŝk = ψ∗k(x1, x2, z1, z2), k = 1, 2, that
are aware of x1, x2 as well as z1, z2. The best such estimators
are

ψ∗k(x1, x2, z1, z2) = arg min
ψk:X1×X2×Z1×Z2 7→Sk∑

sk∈Sk
PSk|X1X2Z1Z2

(sk|x1x2z1z2)dk(sk, ψk(x1, x2, z1, z2))

(3)

for k = 1, 2 with the conditional distortions

ck(x1, x2) = E[dk(sk, ψ
∗
k(x1, x2, z1, z2))|X1 = x1, X2 = x2].

(4)

The following outer bound extends a bound from [3] to state-
dependent MACs with distortion constraints.

Theorem 1. C(D1, D2) is a subset of the union of (R1, R2)
satisfying

R1 ≤ I(X1;Y Z1Z2|SX2T ) (5a)
R2 ≤ I(X2;Y Z1Z2|SX1T ) (5b)

R1 +R2 ≤ I(X1X2;Y Z1Z2|ST ) (5c)
R1 +R2 ≤ I(X1X2;Y |S) (5d)

where T − SX1X2 − Y Z1Z2 forms a Markov chain, and we
have the dependence balance constraint

I(X1;X2|T ) ≤ I(X1;X2|Z1Z2T ) (6)

and the average distortion constraints

E[ck(X1, X2)] ≤ Dk, k = 1, 2. (7)

It suffices to consider T whose alphabet T has cardinality
|T | ≤ 7 (see [9, Appendix B]).

Remark 1. The result yields a number of special cases studied
in the literature. Without distortion constraints and states, the
bounds reduce to the ones derived in [3]. For a single user, i.e.,
X2 and Z2 constants, Theorem 1 yields the capacity-distortion
tradeoff in [1]. For a special case when the feedback is output
feedback Z1 = Z2 = Y and we have no distortion constraints,
the region reduces to [5, Section VII].

For our achievable region, we consider an estimator
ψ∗

1
(x1, v2, z1) given by

ψ∗
1
(x1, v2, z1) = arg min

ψ1:X1×V2×Z1 7→S1∑
s1∈S1

PS1|X1V2Zk
(sk|x1v2zk)d1(s1, ψ1(x1, v2, zk)) (8)

yielding the estimation cost as

c1(x1, v2) = E[d1(s1, ψ
∗
1
(x1, v2, z1))|X1 = x1V2 = v2] (9)

We define ψ∗
2
(v1, x2, z2) and c2(v1, x2) similarly. The follow-

ing achievable region is based on [4].

Theorem 2. C(D1, D2) includes the (R1, R2) satisfying

R1 ≤ I(X1;Y |X2V1US) + I(V1;Z2|X2U) (10a)
R2 ≤ I(X2;Y |X1V2US) + I(V2;Z1|X1U) (10b)

R1 +R2 ≤ min{I(X1X2;Y |S), I(X1X2;Y |SV1V2U)

+ I(V1;Z2|X2U) + I(V2;Z1|X1U)} (10c)

where V1X1−U −V2X2 and UV1V2−X1X2−Y Z1Z2 form
Markov chains, and where

E[c1(X1, V2)] ≤ D1 (11a)
E[c2(V1, X2)] ≤ D2. (11b)

III. CONVERSE

This section provides a sketch of proof for Theorem 1.
Details are provided in [9, Appendix A]. By following the
same steps as [3] and [5], we have

nR1 ≤
n∑
i=1

I(X1i;YiZi|SiX2iZ
i−1) + nε (12a)

nR2 ≤
n∑
i=1

I(X2i;YiZi|SiX1iZ
i−1) + nε (12b)

n(R1 +R2) ≤
n∑
i=1

I(X1iX2i;YiZi|SiZi−1) + nε (12c)

n∑
i=1

I(X1i;X2i|ZiZi−1) ≤
n∑
i=1

I(X1i;X2i|Zi−1). (12d)

where we let Zi = (Z1i, Z2i). Next, suppose a genie gives
both inputs X1,i, X2,i to both transmitters when estimating
Sk,i for j 6= k. We then have the distortion constraints

1

n

n∑
i=1

E[ck(X1i, X2i)] ≤ Dk + ε, k = 1, 2. (13)

Let Q be uniform over 1, 2, . . . , n and independent of all other
random variables. Define T = (Q,ZQ−1

1 , ZQ−1
2 ), X1Q = X1,

and similarly for all other variables. By letting n → ∞, we
readily obtain (5a), (5b), (5c), (6) and (7), while (5d) follows
from the cut set bound.

IV. ACHIEVABILITY

We use block Markov encoding and backward decod-
ing [4]. Encoder k sends 2(B − 1) i.i.d. messages
{wk1(b), wk2(b)}B−1

b=1 over n = BN channel uses. The mes-
sages wk1(b) ∈ [1, 2NRk1 ] and wk2(b) ∈ [1, 2NRk2 ], k = 1, 2,
b = 1, ..., B − 1, are uniformly distributed and mutually
independent. By letting B → ∞, we obtain Rjk B−1

B → Rjk
for any j, k = 1, 2. Encoder 1’s message w12 is decoded
by encoder 2, while encoder 2’s message w21 is decoded by
encoder 1 thanks to generalized feedback, yielding encoder
cooperation.
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a) Codebook Generation: Fix a pmf
PU (u)

∏2
k=1 PVk|U (vk|u)PXk|VkU (xk|vk, u) and functions

ψ∗
1
(x1, v2, z1), ψ∗

2
(v1, x2, z2) such that the distortion

constraints are satisfied. For each block b = 1, . . . , B,
we proceed as follows:

• Generate 2N(R12+R21) sequences uN (jb−1, kb−1),
jb−1 = 1, ..., 2NR12 , kb−1 = 1, . . . , 2NR21 , each
according to

∏N
i=1 PU (ui).

• For each (jb−1, kb−1), generate 2NR12 sequences
vN1 (jb−1, kb−1, j

′
b), j′b = 1, . . . , 2NR12 , each according

to
∏N
i=1 PV1|U (v1i|ui(jb−1, kb−1)). Similarly generate

vN2 (jb−1, kb−1, k
′
b), k′b = 1, . . . , 2NR21 .

• For each (jb−1, kb−1, j
′
b), generate 2NR11 sequences

xN1 (jb−1, kb−1, j
′
b, lb), lb = 1, . . . , 2NR11 , each according

to
∏N
i=1 PX1|UV1

(x1i|ui(jb−1, kb−1), v1i(j
′
b)). Similarly

generate xN2 (jb−1, kb−1, k
′
b,mb), mb = 1, . . . , 2NR22 .

b) Encoding: We set j0 = k0 = 1 and lB = mB = 1.
At the end of block b, encoder 1 finds an index k′b such that(
uN (·, ·)vN1 (·, ·, j′b), vN2 (·, ·, k′b), xN1 (·, ·, j′b, lb), zN1 (b)

)
∈ T Nε

(14)

where the first two arguments of each variable are jb−1, kb−1
1.

Using this estimate k′b from block b, encoder 1 transmits
xN1 (jb, k

′
b, j
′
b+1, lb+1) in block b+1. Similarly, encoder 2 finds

an index j′b such that(
uN (·, ·), vN1 (·, ·, j′b), vN2 (·, ·, k′b), xN2 (·, ·, k′b,mb), z

N
2 (b)

)
∈ T Nε .
(15)

Using the estimate j′b from block b, encoder 2 transmits
xN2 (j′b, kb, k

′
b+1,mb+1) in block b + 1. Both encoders repeat

the same procedure for each b.
c) Decoding: Assuming that (j′b, k

′
b) is decoded

correctly in block b + 1, the decoder finds
(jb−1, kb−1, lb,mb) in block b such that uN (jb−1, kb−1),
vN1 (jb−1, kb−1, j

′
b), vN2 (jb−1, kb−1, k

′
b), xN1 (jb−1, kb−1, j

′
b, lb),

xN2 (jb−1, kb−1, k
′
b,mb), sN (b), yN (b) are jointly typical. The

decoder repeats this step for blocks B to 1.
d) State Estimation: For each block b = 1, . . . , B,

encoder 1 puts out

ŝN1 (b) = ψ∗
1
(xN1 (jb−1, kb−1, j

′
b, lb), v

N
2 (jb−1, kb−1, k

′
b), z

N
1 (b))

where k′b is decoded at the end of block b during encoding
process. Similarly, encoder 2 lets

ŝN2 (b) = ψ∗
2
(vN1 (jb−1, kb−1, j

′
b), x

N
2 (jb−1, kb−1, k

′
b,mb), z

N
1 (b))

where j′b is known to encoder 2 from its encoding process.

1 If there is more than one such index, we select one of these indices
uniformly at random. If there is no such index, we choose an index from
{1, . . . , 2NR21} uniformly at random. A similar procedure applies to decod-
ing and shall be omitted.

e) Error Probability: Following the same steps as [4], we
can prove that by letting N →∞, P (n)

e → 0 if the following
conditions hold:

R12 ≤ I(V1;Z2|X2U) (16a)
R21 ≤ I(V2;Z1|X1U) (16b)
R11 ≤ I(X1;Y |SX2V1U) (16c)
R22 ≤ I(X2;Y |SX1V2U) (16d)

R11 +R22 ≤ I(X1X2;Y |SV1V2U) (16e)
R12 +R21 +R11 +R22 ≤ I(X1X2;Y |S) (16f)

The analysis details are provided in [9, Appendix C]. Applying
Fourier-Motzkin elimination, we obtain the desired expres-
sions.

f) Distortion: If there is no decoding error, (uN (b),
vN1 (b), vN2 (b), xN1 (b), xN2 (b), yN (b), s(b)) are jointly
typical for all b. We simplify notation and let wk =
(wk(1), . . . , wk(B − 1)) with |Wk| = 2N(B−1)(Rk1+Rk2) for
k = 1, 2, where wk(b) denotes (wk1(b), wk2(b)). For a given
message pair (w1, w2), we bound the average distortion for
encoder 1.

d
(n)
1 (w1, w2) ≤ P (n)

e (w1, w2)dmax

+ (1− P (n)
e (w1, w2))(1 + ε)E [c1(X1, V2)] .

By averaging over all possible message pairs, we obtain the
desired result. The details of the proof are provided in [9,
Appendix D].

V. EXAMPLE

Consider a MAC where the state and channel inputs are
binary, Sk, Xk ∈ {0, 1} and the channel output is ternary:

Y = S1X1 + S2X2. (17)

Consider Hamming distance, i.e., d(s, ŝ) = s ⊕ ŝ. For sim-
plicity, we consider output feedback Z1 = Z2 = Y and
assume that S1 and S2 are i.i.d. Bernoulli with parameter
ps

∆
= Pr(S = 1). If ps = 1, then this channel reduces to the

binary erasure MAC with feedback, whose capacity region is
the Cover-Leung region [6], [7] (see also [8, Chapter 17]).

We compute the optimal estimation cost. The best estimator
gives either zero distortion or η = min{ps, 1 − ps} yielding
the following cost for encoder 1 (see [9, Appendix E]):

c1(0, 0) = ηPY (0), c1(1, 1) = ηPY (1)

c1(0, 1) = η(PY (0) + PY (1)), c1(1, 0) = 0 (18)

A. Proposed Scheme

We characterize an achievable tradeoff between the sum rate
and the symmetric distortion of our proposed scheme.

Xk = Vk ⊕Θk = U ⊕Σk ⊕Θk, k = 1, 2 (19)

where U,Σ1, Σ2, Θ1, Θ2 are mutually independent. For the
sake of simplicity, we focus on the symmetric rate R1 = R2

and let U,Σk, Θk is Bernoulli distributed with parameter
p, q, r, respectively, for k = 1, 2.
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a) Unconstrained sum rate: We first characterize the
unconstrained sum rate without distortion constraints, denoted
by Rsum−prop(∞).

Corollary 1. The unconstrained sum rate is given by:

Rsum−prop(∞) = max
(p,q,r)

min{f1(p, q, r), f2(p, q, r)} (20)

with f1 = f1a + 2{f1b − f1c}, where f1a, f1b, f1c, f2 are
defined in (21) by letting κ = qr + q̄r̄ and κ̄ = 1− κ.

The proof is provided in [9, Appendix G].

Remark 2. For a special case of the erasure MAC with ps =
1, the functions f1, f2 simplifies into:

f1(p, q, r) = H3(r2, 2rr̄, r̄2) + 2(H2(κ)−H2(r))

f2(p, q, r) = H3(p̄κ2 + pκ̄2, 2κκ̄, pκ2 + p̄κ̄2)

It readily follows that f2 is maximized by letting p = 1/2,
yielding H2(2κκ̄) + κ2 + κ̄2. It can be proved that the sum
rate is given by choosing r = 0, yielding

Rsum−prop(∞) = max
q

min{2H2(q), H2(2qq̄) + q2 + q̄2}.

By choosing q∗ = 0.2377, the sum capacity of 1.5822
bit/channel use is achieved [7].

b) Minimum distortion: The minimum distortion Dmin

can be obtained by solving the following optimization prob-
lem.

min
p,q,q

∑
(x1,x2)

PX1,V2(x1, v2)c1(x1, v2) (22)

where by letting ηx = min{psx, 1 − psx} the cost function
c1(x1, v2) is given in [9, Appendix F].

c1(0, 0) = ηPY (0) + ηrPY (1), c1(1, 1) = PY (1)ηr̄

c1(0, 1) = η(PY (0) + PY (1)), c1(1, 0) = PY (1)ηr (23)

The solution of (22) is achieved by choosing X1 = X2 = U ,
yielding zero sum rate. With this choice (q = r = 0), the
estimation cost coincides with the idealized one. Intermediate
points between the unconstrained sum rate and the minimum
distortion can be evaluated by the parametrized optimization
similarly to the single-user case [1].

B. Resource-Sharing

We consider a resource sharing scheme that uses feedback
only for state estimation purpose. Then, we can achieve
(Dmin, 0). The other extreme point is the unconstrained sum
rate point without feedback. After some straightforward com-
putation, we obtain:

Rsum−no−fb(∞) = max
PQPX1|QPX2|Q

H(Y |SQ)

= max
a

2pspsH2(a) + p2
sH3(a2, 2aā, ā2)

= 2psps +
3p2
s

2

where the last equality holds by choosing a = 1
2 . The

corresponding distortion is given by a fixed estimator in-
dependent of feedback. Namely, we consider ŝk = 0 if
ps <

1
2 and ŝk = 1 if ps ≥ 1

2 . This yields the distortion of
η = min{ps, 1−ps}. In summary, the resource sharing scheme
achieves any tradeoff between (Dmin, 0) and (η,Rsum−no−fb).

C. Outer Bound

By applying the upper bound (1) to the binary erasure MAC
with binary states, we have

Rk ≤ H(Y |SXjT ), ∀k = 1, 2,∀j 6= k (24a)
R1 +R2 ≤ H(Y |ST ) ≤ H(Y ) (24b)

We apply the technique used in [7] to the state-dependent
erasure MAC. By focusing on the symmetric rate, we define
pt

∆
= Pr(T = t), at

∆
= Pr(Xk = 1|T = t) for k = 1, 2.

By noticing that H(Y |(s1, s2), X2T ) is positive only for
(s1, s2) = (1, 0), (1, 1) and H(Y |(s1, s2), X1T ) is positive
only for (s1, s2) = (0, 1), (1, 1), it readily follows that

H(Y |SX2T ) = H(Y |SX1T ) = ps
∑
t

ptH2(at)

= psH2(φ(2
∑
t

ptatāt)) (25)

f1a = 2p̄spsH2(r) + p2
sH3(r2, 2rr̄, r̄2)

f1b = −p̄κ[(p̄s + psκ) log(p̄s + psκ) + (psκ̄) log(psκ̄)]

− pκ̄[(p̄s + psκ̄) log(p̄s + psκ̄) + (psκ) log(psκ)]

− p̄κ̄[(p̄2
s + psp̄sκ) log(p̄2

s + psp̄sκ) + (p̄sps + psp̄sκ̄+ p2
sκ) log(p̄sps + psp̄sκ̄+ p2

sκ) + (p2
sκ̄) log(p2

sκ̄)]

− pκ[(p̄2
s + psp̄sκ̄) log(p̄2

s + psp̄sκ̄) + (p̄sps + psp̄sκ+ p2
sκ̄) log(p̄sps + psp̄sκ+ p2

sκ̄) + (p2
sκ) log(p2

sκ)]

f1c = −(p̄q̄κ+ pqκ̄)[(p̄s + psr̄) log(p̄s + psr̄) + psr log(psr)]

− (p̄qκ+ pq̄κ̄)[(p̄s + psr) log(p̄s + psr) + psr̄ log(psr̄)]

− (p̄q̄κ̄+ pqκ)[(p̄2
s + psp̄sr̄) log(p̄2

s + psp̄sr̄) + (psp̄s + psp̄sr + p2
s r̄) log(psp̄s + psp̄sr + r̄) + (p2

sr) log(p2
sr)]

− (p̄qκ̄+ pq̄κ)[(p̄2
s + psp̄sr) log(p̄2

s + psp̄sr) + (psp̄s + psp̄sr̄ + p2
sr) log(psp̄s + psp̄sr̄ + p2

sr) + (p2
s r̄) log(p2

s r̄)]

f2 = 2psp̄sH2(pκ+ p̄κ̄) + p2
sH3(p̄κ2 + pκ̄2, 2κκ̄, pκ2 + p̄κ̄2) (21)
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Fig. 2. Unconstrained sum rate vs. state probability ps.

where we defined a function φ(t) = 1
2 (1 −

√
1− 2t) for t ∈

[0, 1/2] and used the concavity of H2(φ(t)). We also have

H(Y ) = H3(p̄2
s + 2psp̄s

∑
t

ptāt + p2
s

∑
t

ptā
2
t ,

2psp̄s
∑
t

ptat + 2p2
s

∑
t

ptatāt, p
2
s

∑
t

pta
2
t )

≤ H2

(
2psp̄s

∑
t

ptat + 2p2
s

∑
t

ptatāt

)
1− [2psp̄s

∑
t

ptat + p2
s

∑
t

pt(2atāt)] (26)

where the last inequality follows from H3(a, b, c) =
H3(a,b,c)+H3(c,b,a)

2 ≤ H2(b) + 1 − b, By noticing that the
bounds in (25) and (26) depend only on two parameters
α = 2

∑
t ptatāt and γ =

∑
t ptat, we readily obtain

Rsum−out(∞) = max
α,γ

min{2psH2(φ(α)), H2(2psp̄sγ + p2
sα)

+ 1− (2psp̄sγ + p2
sα)}

= max
β,γ

min{2psH2(β), H2(2psp̄sγ + 2p2
sββ̄)

+ 1− (2psp̄sγ + 2p2
sββ̄)}.

where the last equality follows by letting β = φ(α), or
equivalently α = 2ββ̄. The minimum distortion can be
calculated similarly to (22) by replacing the estimation cost
c1(x1, v2) with the idealized estimation cost c1(x1, x2).

D. Numerical Result

Fig. 2 shows the unconstrained sum rate performance as a
function of the state probability ps. For the case of ps = 1, the
sum capacity is 1.5822 bit/channel use. The proposed scheme
yields a visible gain with respect to the resource-sharing for
ps > 0.8 when feedback becomes useful for the unconstrained
sum rate. The outer bound is not very tight for ps closed
to one. Fig. 3 shows the tradeoff between the sum rate and
the symmetric distortion for ps = 0.7. The proposed scheme
achieves a significant gain compared to the resource sharing

0.1 0.15 0.2 0.25 0.3
0

0.2

0.4

0.6

0.8

1

1.2

1.4

Outer Bound

Proposed Scheme

Resource Sharing

Fig. 3. Tradeoff between sum rate and distortion for ps = 0.7.

scheme in terms of tradeoff. Moreover, the proposed scheme
achieves near-optimal performance for small distortion values.

Although restricted to a very simple setup, the current
work demonstrates a high potential of joint sensing and
communication, that exploits feedback both for state sensing
and communication.
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